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Ncnonb3oBaHue Kubernetes pas opkecTpaumm

Kubernetes — 5To mMowHaa nnaTgopma 415 OpKeCTpaLny KOHTENHEPOB, KOTOpas aBToMaTuU3MpyeT
pa3BepTbiBaHME, yrpaBaeHne n maclTabrnpoBaHne KOHTENHEPN30BAHHbIX MPUSIOXKEHNA. B 3ToN
LOKYMEHTaLMUN Mbl pPaCCMOTPUM OCHOBHbIE KOHLenumn Kubernetes, npouecc ycTaHOBKM
Kubernetes Ha HAIC OC, co3zgaHue u ynpasneHne Kubernetes-knactepamu, 0OCHOBHblE KOMaHAbl
kubectl, a Takxxe MoHUTOPKHI 1 noruposaHue B Kubernetes. B npumepax byneT ncnonb3oBaTbCa
NakeTHbIN MeHeaxep tdnf, KOTOpLI ABNSETCSA CTaHgapTHLIM ans HANC OC.,

OcHoBHble KoHLenuun Kubernetes: noabl, cCepBUCHI, AENTONMEHTHI

Mpexnae Yyem yrnybutbCcs B AeTann yCTaHOBKM M UCMOSb30BaHUS Kubernetes, Ba)HO MOHATb
OCHOBHbI€ KOHLeNLMM 3TON NNaThopMbl.

Moabl (Pods)

Mo — 370 HauMeHbLLas U camas npocTtas eanHuua B Kubernetes, kotopas npefncrasnseT cobon
OOVH UM HECKOJIbKO KOHTeHepoB, paboTatowux B 0bLLen n301mpoBaHHoON cpese. KoHTelHepbl B
nofe pasfenaT CeTb U XPaHUIULLE, YTO NO3BOJIAET UM JIErKo B3aUMOLENCTBOBaTbL APYr C APYrOM.
Moabl 06bIYHO NCMONL3YIOTCA AS1A 3aMyCKa OLHOM0 3K3eMNAapa NPUIoKeHns nam cinyxosl.

Cepsucebl (Services)

Cepsuc npepoctasnseT cTabunbHbin IP-agpec 1 DNS-uma gns Habopa nofos, YTO MO3BONSET NErko
obpallaTbCs K N0AaM, HE3aBUCUMO OT X PacnonoXeHns B knactepe. Cepsucel obecneymsaioT
6anaHCMPOBKY Harpy3Kky 1 aBToMaTu4eckoe obHapy>xeHune noaos.

OennonmeHTol (Deployments)

[lennonMeHT ynpasnseT co3gaHnem n obHoBneHneM NoLoB 1 obecneymBaeT uUx xxenaemoe
cocTosiHme. C NOMOLLbIO AEMIONMEHTOB MOXXHO OMUCAaTh, CKOJIbKO 3K3eMMIPOB MO4OB A0JKHO ObITb
3anyLeHo, Kak 0bHOBAATbL MOAbI M KaK BOCCTaHaBAMBaTb MX B ciy4vae cbos.

YctaHoBka Kubernetes: Minikube, kubeadm, obna4yHble peleHuns

YcTaHoBka Kubernetes MoxxeT BbIMOAHATHCA pa3nnyHbIMK criocobamm B 3aBUCUMOCTHY OT
TpeboBaHM 1 OKpyKeHns. PaccmoTpum ycTaHoBky Kubernetes ¢ ncnons3soaHmem Minikube un
kubeadm Ha HAUC OC.

YcTaHoBka Minikube

Minikube — 3To MHCTPYMeHT ANs 3anycka JokaabHoro Kubernetes-knactepa Ha ogHoMm y3ne. OH
naeanbHO NOAXOAUT ANs Pa3paboTKM U TECTUPOBAHNS.

Ilns yctaHosku Minikube Ha HAMC OC BbINOAHWTE cnefylowye waru:
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YcTaHoBKa Minikube v 3aBucumocTen

YcTaHoBUTE HeObXoaUMbIE 3aBUCUMOCTH:

sudo tdnf install -y curl conntrack

3arpy3ute n yctaHosuTe Minikube:

curl -Lo minikube
https://storage.googleapis.com/minikube/releases/latest/minikube-1linux-amd64
chmod +x minikube

sudo mv minikube /usr/local/bin/

3anyck Minikube

3anyctute Minikube:

minikube start --driver=none

STa KoMaHAa 3anyCTuT JlokanbHbIn Kubernetes-knactep.
YcTtaHoBka kubeadm

kubeadm — 3T0 MHCTpPYMeHT Ansa bbicTpon HacTponkn Kubernetes-knactepa. OH aBToMaTuU3npyeT
60JIbLUIMHCTBO PYYHbIX WAroB, HE06X0AMMbIX AN CO3AaHNS KNacTepa.

Lns yctaHoBkK Kubernetes c nomoupto kubeadm Ha HAWC OC BbIMoAHMTE cnepytolme waru:
YctaHoBka kubeadm, kubelet n kubectl

HobasbTe peno3mtopuit Kubernetes n yctaHoBuTe HeobxoamMble NakeThl:

sudo tdnf install -y kubectl kubeadm kubelet
sudo systemctl enable --now kubelet

NHnumanusaumsa knactepa
NHuumanu3snpyinTe Knactep ¢ nomoubto kubeadm:
sudo kubeadm init --pod-network-cidr=10.244.0.0/16

Mocne nHULMANM3aLnm BbINOJHATE KOMaHbl ANs HacTponkmn kubectl:

mkdir -p $HOME/.kube
sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config
sudo chown $(id -u):$(id -g) $HOME/.kube/config
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YCcTaHOBKa CeTeBOro niaarnHa

YcTaHoBMTE CeTeBOW nnaruH, Hanpumep, Flannel:

kubectl apply -f
https://raw.githubusercontent.com/coreos/flannel/master/Documentation/kube-flannel
.yml

ObnayHble pelleHns

0N9 NPON3BOACTBEHHBLIX CPEeA Y MaclTabupyeMbix NPUAOXKEHNI YaCTO NCNOb3YIOTCA 06naYvHble
peweHns Kubernetes, Takne kak Google Kubernetes Engine (GKE), Amazon Elastic
Kubernetes Service (EKS) n Azure Kubernetes Service (AKS). 3Tn cepBuCbl NpeaocTaBnaioT
ynpasnsemble Kubernetes-knactepsl, ynpowas ynpasfieHne n maclutabuposaHue.

Co3paHue u ynpasneHne Kubernetes-knactepamu

Mocne ycTaHoBKM Kubernetes Ba)kHO yMeTb CO3[laBaTb M YNPaBAsTb KnacTepamu. PaccmMoTpum
OCHOBHble KOMaHAbl 1 NpoLieaypbl A5 3TOro.

Co3paHuve nonos
Ons co3gaHma noda Ncnonb3ymnTe komaHay kubectl run mnm cosgante maHudgect YAML.

Co3paHne noda € nomoLwbo KoMaHabl kubectl run:

kubectl run mypod --image=nginx --restart=Never

MNpumep maHugecta YAML ona noga

Co3panTe (ann pod.yaml C COAEPKUMBbIM:

apiVersion: vl
kind: Pod
metadata:

name: mypod
spec:

containers:

- name: nginx

image: nginx

Co3panTe nog C NOMOLLLIO MaHU(ecTa:

kubectl apply -f pod.yaml
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Co3paHune cepBuUCoOB
Cepsuchl ncronb3ytotcs ana obecneyeHus noctosHHoro IP-agpeca n DNS-umeHun gns Habopa noaos.
MNpumep maHugecta YAML ona cepsuca

Co3panTe hann service.yaml C COOEPXKMMbIM:

apiVersion: vl
kind: Service
metadata:

name: myservice

spec:

selector:
app: myapp

ports:

- protocol: TCP
port: 80
targetPort: 80

type: ClusterIP

Co3panTe cepBUC C MOMOLLbIO MaHUpecTa:

kubectl apply -f service.yaml

Co3pmaHue oensionMeHTOoB

[lennonMeHTbl YNpaBasioT Co34aHneM 1 obHoBNEHNEM NOAOB N 06eCnedYnBaloT UX XKeNaemoe
COCTOAHNE.

Mpumep maHugpecta YAML ons gennonMeHTa

CospanTe hann deployment.yaml C COOEPXKUMBIM:

apiVersion: apps/vl
kind: Deployment
metadata:
name: mydeployment
spec:
replicas: 3
selector:
matchLabels:
app: myapp
template:
metadata:
labels:
app: myapp
spec:
containers:
- name: nginx
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image: nginx
ports:
- containerPort: 80

Co3panTte gensionMeHT C NOMOLLLIO MaHU(ecTa:

kubectl apply -f deployment.yaml

OcHoBHble koMaHabl kubectl

kubectl — 310 KOMaHAHas cTpoka Ana ynpasneHns Kubernetes-knactepamu. PaccmoTpum
OCHOBHble KOMaHAbl kubectl, ncnonb3yembie B noscegHeBHoOM paboTe.

PaboTa c nogmamun

e kubectl get pods: oTobpaxaeT CNMCOK NOAOB.

kubectl describe pod: oTobparkaeT noapobHy MHDOpPMaLKo 0 Noge.
kubectl delete pod: ynansaeT noA.

kubectl logs: oTobpa)kaeT norn KOHTENHepPa B NoAe.

kubectl exec: BbINOJHAET KOMaHLYy BHYTPWU KOHTeNHepa B Nnogae.

PaboTa c cepBncamu

e kubectl get services: oTobpa)aeT CMMCOK CEPBUCOB.
e kubectl describe service: oTobpakaeT noapobHyt0 nHPOpPMaLMo 0 cepBuce.
e kubectl delete service: yaanseT cepsuc.

PaboTa c pennoMmMeHTamMun

e kubectl get deployments: oTobpa)xaeT CMMCOK AENIONMEHTOB.

e kubectl describe deployment: oTobpakaeT noapobHyo MHOPMaLINIO O AenIONMeHTe.

e kubectl delete deployment: yganseT AenOAMEHT.

e kubectl rollout status deployment: oTobpa)kaeT CTaTyC pa3BepPTbiBaHNA AENNOAMEHTA.
e kubectl scale deployment: M3MEHSIET KOJINYECTBO PEMJIVK B LEMJIONMEHTE.

e kubectl rollout undo deployment: OTKaTbiBaE€T AEMJIOMMEHT K NpeablayLeMy COCTOSAHNIO.

MOHUTOPUMHI K NnornposaHme B Kubernetes

SpDEKTUBHBIA MOHUTOPUHT 1 IOFMPOBaHNE ABNSIOTCS KJIOYEBLIMIU acnNeKkTaMu ANs Noaaep XKaHus
CcTabUNbHOCTY 1 NPOVN3BOAUTENBHOCTM NpuoxeHun B Kubernetes-knactepe.

MOHUTOPUHT

Ina moHuTopuHra Kubernetes-knactepa 4aCTo UCNONb3YIOTCA Takne NHCTPYMEHTbI, Kak
Prometheus n Grafana.

YcTtaHoBKa Prometheus n Grafana

YctaHosuTe Prometheus n Grafana ¢ nomowbto MaHugectos Kubernetes:
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kubectl apply -f

https://raw.githubusercontent.com/prometheus-operator/prometheus-
operator/master/bundle.yaml

kubectl apply -f
https://raw.githubusercontent.com/grafana-operator/grafana-operator/master/deploy/
manifests/00-crds.yaml

kubectl apply -f
https://raw.githubusercontent.com/grafana-operator/grafana-operator/master/deploy/
manifests/01-namespace.yaml

kubectl apply -f
https://raw.githubusercontent.com/grafana-operator/grafana-operator/master/deploy/
manifests/03-grafana-deployment.yaml

HacTpoiika MOHUTOPWHIa

Co3panTte cepsuc gns goctyna k Grafana:

apiVersion: vl
kind: Service
metadata:
name: grafana
spec:
type: NodePort
ports:
- port: 3000
targetPort: 3000
selector:
app: grafana

MNpumeHnTe MaHudecT:

kubectl apply -f grafana-service.yaml

Tenepb Bbl MOXeTe nony4nTb goctyn Kk Grafana 4yepe3 NodePort.

JlornpoBaHue

Ana nornposaHns B Kubernetes 4acTto ncnonb3yoTca Takme MHCTPYMEHTHI, kak Fluentd,
Elasticsearch u Kibana (EFK Stack).

YcTaHoBKa EFK Stack

YctaHoBuTe Fluentd, Elasticsearch u Kibana ¢ nomouwbto maHugectos Kubernetes:

kubectl apply -f
https://raw.githubusercontent.com/kubernetes/kubernetes/master/cluster/addons/flue
ntd-elasticsearch/fluentd-es-configmap.yaml

kubectl apply -f
https://raw.githubusercontent.com/kubernetes/kubernetes/master/cluster/addons/flue
ntd-elasticsearch/fluentd-es-ds.yaml
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kubectl apply -f
https://raw.githubusercontent.com/kubernetes/kubernetes/master/cluster/addons/flue
ntd-elasticsearch/es-statefulset.yaml

kubectl apply -f
https://raw.githubusercontent.com/kubernetes/kubernetes/master/cluster/addons/flue
ntd-elasticsearch/kibana-deployment.yaml

HacTpoiika orupoBaHus

Co3panTe cepsuc gna goctyna K Kibana:

apiVersion: vl
kind: Service
metadata:
name: kibana
spec:
type: NodePort
ports:
- port: 5601
targetPort: 5601
selector:
app: kibana

MprMeHnTEe MaHUpecCT:

kubectl apply -f kibana-service.yaml

Tenepb Bbl MOXXeTe Nony4nTb AocTyn K Kibana 4yepe3 NodePort ona npocMoTpa 1 aHanM3a noros.

Kubernetes npenoctaBnseT MOLLHbIE UHCTPYMEHTbI A8 OpKeCTpaLm KOHTENHEPOB, NO3BOIAS
aBTOMaTM3MpPOBaTb Pa3BepPThIBaHME, YNpaBaeHne n MacwTabupoBaHune npuaoxxeHunin. NMoHnmaHmne
OCHOBHbIX KOHLIeNUui Kubernetes, ycTaHoBKka 1 HacTpoiika knactepa Ha HAC OC, a Takxe
MCNOJIb30BaHME OCHOBHbIX KOMaHA kubect! n MHCTPYMEHTOB AJ19 MOHUTOPUHIA U JIOrMpoBaHuUA
NomMoryT BaM 3(h(PeKTMBHO UCMNOSb30BaTb 3Ty NaaTdopmMy B Bawen UT-uHdpacTpykType.
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